Wenyi (Wesley) Tao
Phone: (201) 201-9455  Email: wt2271@columbia.edu Linkedlin: linkedin.com/in/wesley-tao/
WORK EXPERIENCE                                                                                         
Machine Learning Scientist  PayPal  San Jose, CA	June 2020 - Present
PayPal Assistant Agent with Small Language Model (Multi Turn Tool Calling)
· Led an 8-person SLM/agent delivery team as project lead and single-threaded ML owner, driving execution and deliver for director-level stakeholder in a high-pressure program.
· Architected a multi-turn, tool-using agent system integrated with PayPal backend/legacy services via function calling; scaled 8 sub-agents (10–12 tools each) with a roadmap toward 30 sub-agents / 108 tools (converted legacy APIs).
· Built the SLM model development for agent evaluation, including user simulation from live transcripts, regression coverage, and pre-production readiness gates focused on task success, tool-call correctness, and hallucination control.
· Developed rule-driven synthetic data generation and targeted fine-tuning to improve instruction-following and stability; champion model delivered +12% task success rate across 8 sub-agent tasks vs the pre-production baseline, and reduced p95 single-turn latency from 6.0s to 1.2s.
Teammate Smart Reply (Agent Assist) 
· Led GenAI Smart Reply from prototype to production, reducing AHT by 10s and recontact by 10%, driving $8M+ annual cost savings.
· Improved Smart Reply coverage by +7% by expanding RAG sources to include customer-facing email/chat templates alongside Help Center articles, using LLM summarization to normalize content into agent-style replies; validated via offline evaluation and online monitoring.
· Built an end-to-end feedback and evaluation pipeline (teammate adoption, human edit distance, regression test pass rate), improving iteration safety and robustness across prompt/model releases.
· Served as the data/ML single-threaded owner for production quality, defining evaluation metrics, release gates, and monitoring, and driving go/no-go decisions with PM/Engineering under latency and cost constraints.
Other Projects
· Fine-tuned GPT-3.5 for PayPal Assistant (Customer Service Bot), achieving near-GPT-4 quality on hallucination rate, quality, standard reply F1 scores, using RAFT techniques, delivered $3M+ savings for the company; patent filed.
· Explainable AI (XAI) for major PayPal flagship Models, utilize tree-shap and two layer reason code mapping, to bring explainability for traditional ML models, adopted in optimizing risk strategy enable 678K txns/yr, 31K contacts savings, $95K margin uplift as A/B test shows.
Data Scientist   Ushur Inc.  Santa Clara, CA	Feb 2019 - May 2020
· Designed a statistical metric to quantify brand proximity – how close a company is connected to its users; by leveraging user activity data and engagement survey, patent filed;
SKILLS                                                                                                                                                               LLM: Auto-Prompting GEPA, Parameter Efficient Fine-tuning (Lora/Qlora), vllm, reinforcement learning, DPO 
Traditional ML: DNN, Embedding, Treeshap, Causal ML.  Tools: Git, SQL, Python, Bash 
EDUCATION                                                                                            
Columbia University M.A. in Statistics, New York.	Sept.2017 - Jan.2019
Fudan University   B.A. in Economics, Shanghai	Sept.2012 - July.2017
